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1. Motivating examples & methods

Maximum adversarial loss Minimum distortion radius

2. No good solvers for CDL yet

(Constrained deep learning: CDL)

1.1 Embedding constraints into DL models

1.2 Robustness evaluation

Problem: tricky to set iteration number & step size
i.e.,  tricky to decide where to stop 

• Projected gradient descent

Perceptual distance

Projection onto the constraint is complicated

• Penalty method

Solve it for each fixed ! and then increase !
Problem: large constraint violation or suboptimal solution

1.3 Imbalanced learning

Class imbalance in healthcare datasets Reliable evaluation in imbalanced learning:
Precision needed

Typical learning objective Accuracy maximization

Idea: alternating minimize x and 
maximize ! via gradient descent

• Lagrangian method

Problem: infeasible solution; slow convergence

1.4 Other problems

• Augmented Lagrangian methods for PINNs: infeasible solution
• First-order solver for PINNs: low quality solution

3. GRANSO & PyGRANSO
• Principled answers to issues in CDL methods

Stationarity & feasibility check: KKT condition
Line search methods
Gradient-sampling-based idea for nonsmoothness

• A principled solver: GRANSO

Nonconvex, nonsmooth, constrained

Penalty sequential quadratic programming

Keep advantages:
Principled stopping criterion and line search, to obtain a 

solution with certificate (stationarity & feasibility check) 
Quasi-newton style method for fast convergence, i.e., 

reasonable speed and high-precision solution

Problem:
Lack of Auto-Differentiation
Lack of GPU Support
No native support of tensor variables 
⇒ impossible to do deep learning with GRANSO

• NCVX PyGRANSO: first general-purpose solver for CDL

Advantages:
Auto-Differentiation; GPU Support; support of tensor variables 

Constrained folding:
Reduce # of constraints: reduce the cost of QP in the SQP

Equality into non-negative inequality inequality into non-negative inequality

All non-negative inequalities into one

See ncvx.org for detailed examples for CDL!
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