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Motivation: Trustworthy AI
Maximize loss function

Allowable perturbation 
with radius ε 

Valid image constraints

Valid image constraintsChange the predicted class

Minimize robustness radius



Motivation: AI for science & engineering

Bayonne Bridge

Topology optimization results
Image Credit: 
https://www.comsol.com/blogs/finding-a-structures-best-design-with-topology-optimization

Topology optimization
Minimize compliance:
load bearing structure

Hard physical constraints: 
Hooke’s law

Materials budgets

Valid grid constraints:
combinatorial constraints

Deep image prior



Existing Software packages

NCVX PyGRANSO: First general-purpose solver for constrained DL problems 



Key Algorithm[1]

Nonconvex, nonsmooth, constrained

Ref: Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Penalty sequential quadratic programming 
(P-SQP)

Exact penalty function



Key Algorithm[1]

Ref: Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Advantages

● Reliable step-size rule

● Principled stopping criterion



Limitations of GRANSO

Lack of Auto-Differentiation

Lack of GPU Support

No native support of tensor variables 

⇒ impossible to do deep learning with GRANSO 

analytical gradients required 

vector variables only 
Ref: Buyun Liang, Tim Mitchell, Ju Sun. NCVX: A General-Purpose Optimization Solver for Constrained Machine and Deep Learning. In 
Neural Information Processing Systems (NeurIPS) Workshop on Optimization for Machine Learning (OPT 2022).



NCVX PyGRANSO: Advantages

Orthogonal Dictionary Learning (ODL)

1) Auto-Differentiation

No Analytical gradients

https://ncvx.org/ 

Analytical gradients

Ref: Buyun Liang, Tim Mitchell, Ju Sun. NCVX: A General-Purpose Optimization Solver for Constrained Machine and Deep Learning. In 
Neural Information Processing Systems (NeurIPS) Workshop on Optimization for Machine Learning (OPT 2022).

https://ncvx.org/


2)     GPU acceleration for large scale problems
Orthogonality-constrained RNN

GPU: ~7.2 s for 100 iter CPU: ~17.6 s for 100 iter

NCVX PyGRANSO: Advantages
https://ncvx.org/ 

Ref: Buyun Liang, Tim Mitchell, Ju Sun. NCVX: A General-Purpose Optimization Solver for Constrained Machine and Deep Learning. In 
Neural Information Processing Systems (NeurIPS) Workshop on Optimization for Machine Learning (OPT 2022).

https://ncvx.org/


3)    General Tensor Variables

Scalar input

Vector input

Matrix inputs

Higher order tensor input

NCVX PyGRANSO: Advantages
https://ncvx.org/ 

Ref: Buyun Liang, Tim Mitchell, Ju Sun. NCVX: A General-Purpose Optimization Solver for Constrained Machine and Deep Learning. In 
Neural Information Processing Systems (NeurIPS) Workshop on Optimization for Machine Learning (OPT 2022).

https://ncvx.org/


Practical & Crucial Techniques
1. Constraint-folding

Equality into non-negative inequality    

Inequality into nonnegative  inequality    

All non-negative inequalities into one 

Can be any function satisfying

Reduce # constraints 
● Reduce cost of QP in the SQP 

Ref: Hengyue Liang, Buyun Liang, Le Peng, Ying Cui, Tim Mitchell, Ju Sun. Optimization and Optimizers for Adversarial Robustness. Under 
review at International Journal of Computer Vision (IJCV). 



Practical & Crucial Techniques
2. Two-stage optimization

Numerical methods may converge to poor local 
minima for NCVX problems

Idea: different random initializations

Stage 1 (selecting the best initialization)
R different random initialization; 
k iterations

Stage 2 (optimization)
x(∗,0) until the stopping criterion is met

Ref: Hengyue Liang, Buyun Liang, Le Peng, Ying Cui, Tim Mitchell, Ju Sun. Optimization and Optimizers for Adversarial Robustness. Under 
review at International Journal of Computer Vision (IJCV). 



Practical & Crucial Techniques
3. Numerical Re-scaling

Large amount of constraints: searching direction biased towards staying feasible 

Rescaling

Folding scale: 

Rescaling objective 

Ref: Hengyue Liang, Buyun Liang, Le Peng, Ying Cui, Tim Mitchell, Ju Sun. Optimization and Optimizers for Adversarial Robustness. Under 
review at International Journal of Computer Vision (IJCV). 



Practical & Crucial Techniques
4. Reformulation to accelerate convergence

Ref: Hengyue Liang, Buyun Liang, Le Peng, Ying Cui, Tim Mitchell, Ju Sun. Optimization and Optimizers for Adversarial Robustness. Under 
review at International Journal of Computer Vision (IJCV). 



Example: Adversarial Robustness
Maximize loss function

Allowable perturbation 
with radius ε 

Valid image constraints

Valid image constraintsChange the predicted class

Minimize robustness radius



Example: Adversarial Robustness

NCVX performs strongly and comparable to SOTA as a general solver

Standard Lp norm

Ref: Hengyue Liang, Buyun Liang, Le Peng, Ying Cui, Tim Mitchell, Ju Sun. Optimization and Optimizers for Adversarial Robustness. Under 
review at International Journal of Computer Vision (IJCV). 



Example: Adversarial Robustness

NCVX can handle general-form distances

Perceptual distance

Ref: Hengyue Liang, Buyun Liang, Le Peng, Ying Cui, Tim Mitchell, Ju Sun. Optimization and Optimizers for Adversarial Robustness. Under 
review at International Journal of Computer Vision (IJCV). 



Summary

Practical techniques to speed up 
● Constraint folding (into a single one) 
● Two stage-optimization 
● Objective and constraint rescaling 
● Reformulation 

A solver for constrained deep learning problems
● Auto-differentiation 
● GPU support 
● Tensor variable support 

Next steps 
● Autoscaling 
● Stochastic Optimization 
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Thank you!



Key Algorithm[1]

Nonconvex, nonsmooth, constrained

Ref: Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Penalty sequential quadratic programming 
(P-SQP)

Exact penalty function



Key Algorithm[1]

Ref: Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Corresponding dual

Primal solution (recovered from dual 
solution): searching direction 



Key Algorithm[1]

Ref: Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Corresponding reduction 

Linear model of constraint violation



Key Algorithm[1]

Ref: Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Gradient from l most recent iterates

Augmented QP

Primal solution: termination condition



Key Algorithm[1]

Ref: Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Augmented QP

Stationarity based on (approximate) gradient sampling  



Key Algorithm[1]

Ref: Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Advantages

● Reliable step-size rule

● Principled stopping criterion



Limitations of GRANSO

Lack of Auto-Differentiation

Lack of GPU Support

No native support of tensor variables 

⇒ impossible to do deep learning with GRANSO 

analytical gradients required 

vector variables only 


