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Deep learning (DL)

used to approximate nonlinear functions 

Typical supervised learning pipeline 



Three 
fundamental questions 
in DL

Universal approximation theorems 



Isn’t solved? 



When DL meets constraints 

Unconstrained optimization 

“Solved” 

Constrained optimization 

largely “unsolved” 



This tutorial: 

Left: “DL problems with 
constraints” in DALL-E’s 
mind 

how to solve DL problems with constraints



Outline 
● What and how for CDL 
● Why CDL  
● No good solvers for CDL yet 
● Granso and PyGranso 
● PyGranso in action 
● Outlook 

Constrained deep learning: CDL 



DL with simple constraints 
Embedding constraints into DL models 

Nonnegativity [0, 1] 

Softmax 

Nonnegativity and summed to 1  



DL with nontrivial constraints 
● Robustness evaluation 
● Imbalanced learning 
● Physics-informed neural networks (PINNs) 



Robustness evaluation (RE) 
Maximize loss function

Allowable perturbation Valid image

Valid image Change the predicted class

Minimize robustness radius

Ref Optimization and Optimizers for Adversarial Robustness. Liang, H., Liang, B., Peng, L., Cui, Y., Mitchell, T., & Sun, J.  https://arxiv.org/abs/2303.13401 

https://arxiv.org/abs/2303.13401


Projected gradient descent (PGD) for RE

Projection operator

Ref https://angms.science/doc/CVX/CVX_PGD.pdf 
       https://www.cs.ubc.ca/~schmidtm/Courses/5XX-S20/S5.pdf 
       Reliable evaluation of adversarial robustness with an ensemble of diverse parameter-free attacks. Croce, F.,  Hein, M., ICML 2020 
https://arxiv.org/pdf/2003.01690.pdf 

Key hyperparameters:
(1) step size 
(2) iteration number 

Step size 

https://angms.science/doc/CVX/CVX_PGD.pdf
https://www.cs.ubc.ca/~schmidtm/Courses/5XX-S20/S5.pdf
https://arxiv.org/pdf/2003.01690.pdf


Problem with projected gradient descent 

Ref  Reliable evaluation of adversarial robustness with an ensemble of diverse parameter-free attacks. Croce, F.,  Hein, M., ICML 2020 
https://arxiv.org/pdf/2003.01690.pdf 

Tricky to set: 
iteration number & step size
i.e.,  tricky to decide where to 
stop 

https://arxiv.org/pdf/2003.01690.pdf


Robustness evaluation: penalty methods for 
complicated d (perceptual attack) 

Penalty methods

Ref Perceptual adversarial robustness: Defense against unseen threat models. Laidlaw, C., Singla, S., & Feizi, S. https://arxiv.org/abs/2006.12655 

perceptual 
distance

Projection onto the constraint is complicated 

Solve it for each fixed  , and then increase  

https://arxiv.org/abs/2006.12655


Problem with penalty methods 

Ref Optimization and Optimizers for Adversarial Robustness. Liang, H., Liang, B., Peng, L., Cui, Y., Mitchell, T., & Sun, J. arXiv preprint arXiv:2303.13401.

PWCF, an optimizer with 
a principled stopping 
criterion on stationarity 
& feasibility

Penalty methods tend to encounter 
 large constraint violation (i.e., infeasible solution, known in optimization 
theory) or suboptimal solution 

LPA, Fast-LPA: penalty methods      PPGD: Projected gradient descent 



Robustness evaluation: quick summary

Two forms of RE 

Two methods for handling constraints  

projected gradient descent penalty methods

Solved with increasing        sequence 
Issue: no principled stopping criterion/step 

size rules 
Issue: infeasible solution 



DL with nontrivial constraints 
● Robustness evaluation 
● Imbalanced learning 
● Physics-informed neural networks (PINNs) 



Imbalanced learning:  background

Class imbalance in healthcare datasets

Reliable evaluation in  imbalanced learning: precision needed!



Imbalanced learning: direct metric optimization 
Typical learning objective: accuracy maximization 



Imbalanced learning: Lagrangian methods

Idea: alternating minimize        and 
maximize     via gradient descent 
Reminder on gradient descent 

Eban, Elad, et al. "Scalable learning of non-decomposable 
objectives." Artificial intelligence and statistics. PMLR, 2017.



Imbalanced learning: quick summary

Issues 

● Infeasible solution
● Slow convergence

Lagrangian method 



DL with nontrivial constraints 
● Robustness evaluation 
● Imbalanced learning 
● Physics-informed neural networks (PINNs) 



PINNs: DL for PDEs 
Physics-informed neural networks (PINNs)

Ref Liang, Buyun, Tim Mitchell, and Ju Sun. "NCVX: A general-purpose optimization solver for constrained machine and deep learning." arXiv 
preprint arXiv:2210.00973 (2022).                                             wiki https://en.wikipedia.org/wiki/Physics-informed_neural_networks 

U is represented as a DNN 

Penalty parameters Continuous modeling instead of 
finite-difference for derivatives 

https://en.wikipedia.org/wiki/Physics-informed_neural_networks


PINNs: methods
Typical methods

● Penalty methods 
● Lagrangian methods  
● Augmented Lagrangian methods 

● First-order solver

Infeasible solution

Low quality solution



Outline 
● What and how for CDL 
● Why CDL  
● No good solvers for CDL yet 
● Granso and PyGranso 
● PyGranso in action 
● Outlook 

Constrained deep learning: CDL 



There’s no free lunch! 
Supervised learning as data fitting 

Typically, #data points we need grow 
exponentially with respect to dimension
(i.e., curse of dimensionality)  

Data 

Knowledge 

Building in prior knowledge is crucial for 
reducing the data complexity 
e.g., “convolutional” layers 

Small data AI



AI for science 

Ref https://www.osti.gov/servlets/purl/1478744 Domain-Aware Scientific Machine Learning

https://www.osti.gov/servlets/purl/1478744


Ref https://www.osti.gov/servlets/purl/1478744 Robust Scientific Machine Learning

AI for science 

https://www.osti.gov/servlets/purl/1478744
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DL frameworks

For unconstrained DL problems 



Convex optimization solvers and frameworks

Note: Gurobi can handle certain NCVX problems

Not for DL, which involves NCVX optimization

Modeling languages Solvers



Manifold optimization

Only for differentiable manifolds constraints



General constrained optimization

IPOPT

 Interior-point methods

GENO
Augmented Lagrangian methods

Lagrangian-method-based constrained optimization



Specialized ML packages

Problem-specific solvers that cannot be easily extended to new formulations
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Constrained deep learning: CDL 



Issues with typical CDL methods 

Want 
● Feasible & 

stationary solution 
● Reasonable speed  



Principled answers to these questions

● Feasible & stationary solution

Stationarity and feasibility check: KKT condition  

● Reasonable speed  

Line search  

● A hidden problem: nonsmoothness 



A principled solver for 
constrained, nonconvex, 
nonsmooth problems   

Nonconvex, nonsmooth, constrained

Ref Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Penalty sequential quadratic programming 
(P-SQP)

Advantage: 2nd order method (BFGS) →  high-precision solution



Determining the
 search direction  

Ref Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Corresponding dual

Primal solution (recovered from dual 
solution): searching direction 



Adjusting the 
penalty parameter 

Ref Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Corresponding reduction 

Linear model of constraint violation

Advantage: feasibility guarantee



Estimating the stationarity 

Ref Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Gradient from l most recent iterates

Augmented QP

Primal solution: termination condition



Estimating the stationarity 

Ref Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Augmented QP

Stationarity based on (approximate) gradient sampling  

Advantage: can handle nonsmoothness



Ref Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Advantages

● Reliable step-size rule

● Principled stopping criterion



Ref Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Key take-away 

● Principled stopping criterion and line search, to obtain a 
solution with certificate (stationarity & feasibility check) 

● Quasi-newton style method for fast convergence, i.e., 
reasonable speed and high-precision solution 



Limitations of GRANSO

Lack of Auto-Differentiation

Lack of GPU Support

No native support of tensor variables 

⇒ impossible to do deep learning with GRANSO 

analytical gradients required 

vector variables only 



First general-purpose solver for constrained DL 
problems 

GRANSO meets PyTorch 



NCVX PyGRANSO: Advantages

Orthogonal Dictionary Learning (ODL)

1) Auto-Differentiation

No Analytical gradients

https://ncvx.org/ 

Analytical gradients

Ref Buyun Liang, Tim Mitchell, Ju Sun. NCVX: A General-Purpose Optimization Solver for Constrained Machine and Deep Learning. In Neural 
Information Processing Systems (NeurIPS) Workshop on Optimization for Machine Learning (OPT 2022).

https://ncvx.org/


2)     GPU acceleration for large scale problems
Orthogonality-constrained RNN

GPU: ~7.2 s for 100 iter CPU: ~17.6 s for 100 iter

NCVX PyGRANSO: Advantages
https://ncvx.org/ 

Ref Buyun Liang, Tim Mitchell, Ju Sun. NCVX: A General-Purpose Optimization Solver for Constrained Machine and Deep Learning. In Neural 
Information Processing Systems (NeurIPS) Workshop on Optimization for Machine Learning (OPT 2022).

https://ncvx.org/


3)    General Tensor Variables

Scalar input

Vector input

Matrix inputs

Higher order tensor input

NCVX PyGRANSO: Advantages
https://ncvx.org/ 

Ref Buyun Liang, Tim Mitchell, Ju Sun. NCVX: A General-Purpose Optimization Solver for Constrained Machine and Deep Learning. In Neural 
Information Processing Systems (NeurIPS) Workshop on Optimization for Machine Learning (OPT 2022).

https://ncvx.org/


User-friendly is our philosophy  



Ref https://www.osti.gov/servlets/purl/1478744 Robust Scientific Machine Learning

Answering DOE’s call 

https://www.osti.gov/servlets/purl/1478744


Constraint folding 

Equality into non-negative inequality    

Inequality into nonnegative  inequality    

All non-negative inequalities into one 

Can be any function satisfying

Reduce # constraints 
● Reduce cost of QP in the SQP 

Ref Hengyue Liang, Buyun Liang, Le Peng, Ying Cui, Tim Mitchell, Ju Sun. Optimization and Optimizers for Adversarial Robustness. Under 
review at International Journal of Computer Vision (IJCV). 
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General instruction https://ncvx.org/ 

https://ncvx.org/


SVM: mathematical form

Ref https://scikit-learn.org/stable/modules/sgd.html#online-one-class-svm 
https://scikit-learn.org/stable/modules/svm.html#svc  

nonsmoothness

SVC constrained version

https://scikit-learn.org/stable/modules/sgd.html#online-one-class-svm
https://scikit-learn.org/stable/modules/svm.html#svc


NCVX PyGRANSO live coding for SVM
https://colab.research.google.com/drive/1YVZN6KSzkd5QUCH1ZSrXPSizIFV
pCWhl 

https://colab.research.google.com/drive/1YVZN6KSzkd5QUCH1ZSrXPSizIFVpCWhl
https://colab.research.google.com/drive/1YVZN6KSzkd5QUCH1ZSrXPSizIFVpCWhl


NCVX PyGRANSO quick summary: SVM
NVCX for unconstrained SVM

● can handle nonsmoothness
● reliable termination condition (w/o ad-hoc maxiteration)
● line search criterion (w/o step size scheduler)

 NVCX is able to deal with general constrained problem (SVC)



Robustness evaluation: mathematical form
Maximize loss function

Allowable perturbation 
with radius ε 

Valid image constraints

Valid image constraintsChange the predicted class

Minimize robustness radius



Robustness evaluation
First general-purpose method for evaluating adversarial robustness

Generality

● SOTA methods 
Can mostly only handle standard lp norm (l1,l2,linf)

● PWCF (ours)
Distance metric beyond standard lp norm (l1,l2,linf).
E.g., perceptual distance

Reliability

● SOTA methods 
No stopping criterion (only use 
maxit); step size scheduler

● PWCF (ours)
Line search criterion and 
termination condition

Ref Optimization and Optimizers for Adversarial Robustness. Liang, H., Liang, B., Peng, L., Cui, Y., Mitchell, T., & Sun, J. arXiv preprint arXiv:2303.13401.



NCVX PyGRANSO live coding for robust evaluation
https://colab.research.google.com/drive/1vO4YCnfhFokyYG7D_ufUy_q-QKrF
ho48 

https://colab.research.google.com/drive/1vO4YCnfhFokyYG7D_ufUy_q-QKrFho48
https://colab.research.google.com/drive/1vO4YCnfhFokyYG7D_ufUy_q-QKrFho48


NCVX PyGRANSO quick summary: robustness
NVCX for robustness evaluation

● reliable termination condition (w/o ad-hoc maxiteration)
● line search criterion (w/o step size scheduler)

 

NVCX is able to deal with general constraints (perceptual attack)



Learning with label imbalance

Imbalance data in healthcare

Reliable imbalance learning: precision needed!



Learning with label imbalance

One direction: directly optimizing the evaluation metric



NCVX PyGRANSO live coding for imbalance learning
https://colab.research.google.com/drive/1__OeV8OSbpszqPImaYQgwqOQC
XquuACl 

https://colab.research.google.com/drive/1__OeV8OSbpszqPImaYQgwqOQCXquuACl
https://colab.research.google.com/drive/1__OeV8OSbpszqPImaYQgwqOQCXquuACl


NCVX PyGRANSO quick summary: imbalance learning
NVCX for robustness evaluation

● reliable termination condition (w/o ad-hoc maxiteration)
● line search criterion (w/o step size scheduler)

 

NVCX is able to deal with general constraints (e.g., precision/recall)



Closing    
● Constrained DL (CDL) problems are everywhere 

● Current methods for solving CDL are suboptimal 
- Projected gradient descent 
- Penalty methods 
- Lagrangian methods 

● NCVX modeling framework + PyGranso solver is to address the gap
-  Principled stopping criterion, line search, and quasi-Newton method 

to obtain high-quality solution with reasonable speed 

● Next steps 
- Stochastic optimization 
- Autoscaling 


